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Abstract

Recemtly, masr [T organizarons  are
rangorming  edr dna courers o amalier
virtsalized  ones with e delp of semver
applications are conselideed imo o plpsical
server by sharing ond meltipleving their plycical
resmnrcer. For such environmenr, perforemance
tralafior amaong canseldmed applicanons i the
destraine dhirg e seet Service Leve! Agreements
fSlded of rhose applicanoss.  This  paper
describes the way he comrod the total amowar af
CPLU resaurce consmmption i pravileged  and
driver domates of each vrma! macihime (UL By
ltmiring tee CPL resonvoe urage af cach FA m
horred application car be  oohioved.  To
accomplisll thly purpadse, Slate Space
representares o Mudosinpny MWl Onwtpur
AN conrraller v designed. The proposed

1. Imtroduction

Today’s doln cemters host a vanety of
business=critical applications zuch as=  web

hosting, e-comumerce siles and  enterprize
sysiems. Such application owner pay for renting
server resources, and in refurn, the daia cender
provider pays guaranices  on FesoUrces
svailability and performance by means of SLAs.
To meet these SLAs, dolm comter must proviskon
sufficient resources io applications as their need.
Such provisioming can be based edther on a

dedicated or a shared platform. In & dedicatied
environment, some numbers of clusier nodes are
diedicated 1o each application and proviskoning
technique most detemmine how many nodes to
ollocate it the spplication. In a shared
environment, an spplication can share resources
of physical node or server with other applications
and the provisioning technbque meeds o
diztermine how to pantition resources on esch
physical server among competing applications.
Since physical rescarces are shared, providing
guarnntees and Eolodon 1o the performance of
applicatiors in the shared dsis cemer model =
more complex.

Severnl msues meed o be addressed dor
virualized servers such os mapping of resource
requirements  from physecal 1o wvirtoal
emvironment, plecement policies for  wirtoal
mzchines, dynamic mesource proviskoming,
worklosd momitoring. aond migrEiion among
Whis. Perfommance solaibon of co<hosied
applicatiors in virual execution environmen, s
another  Emporand gu-u] [II]] P-:limn.l.me
molarion means  emsUrEng
requirement of one application ﬂ:lnul:'l not |:q:|.||:|:
the performance of another applications monning
in the same host.

The key comtribution of this paper & o
effectivel y comirol the total CPL conswmption of
each V& in both privileged and driver domains.
Firsly. the systemn reloies the desired

ce of cach application reguoest ar
workloads. 1o the required amount of resource to
handle that workload. Next, the system
acourately measures the resource consomption,
imcluding work done on behalfl of a particulsr
W4 i Xen's driver domains. Finally, by using
oggregate %M rescarce consumpdion i



